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STATISTICS
( Elective/Honours )

( Probability Distributions and
Statistical Inference )

[ STEH-2(TH) |

Marks : 56
Time : 3 hours

Theﬁguresmthemargmmdwateﬁ.tllmarks
Jor the questions \

Answer five questions, taking one from each Unit
UNIT—]

1. (a) Derive Poisson distribution as the
limiting case of binomial distribution
stating clearly the assumptions on
which it is based. S+1=6

(b) Find the (i) moment-generating function
and-({i) cuamulant-generating function for
discrete random variable X following the
geometric distribution : 3+3=6

p(X:r)=(1—p)pr'1; r=‘1, 2, ..
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(2)

2. (a) Find the moment-generating function of

®)

lcf)

(©

(d)

trinomial distributions and hence find

its mean and variance, 3+3=6

Using. moment-generating fﬁnction,
?vl'lx)at 18 the distribution of ¥ = n— X if X
Is binomially distributed with ,
nang o parameters
' X and ¥ are jndependeny

. -aré independent Poi
Variates, such that = ot Folsson
P(X=1)=P(x=2) and P(Y =2) = p(y = 3)

find the variance of X -2y,

d the value of Xa
xa]/P[XSxa] =a

€ Momens. . .
o " °m§l,‘:lii:~ge.neraﬁng'- function
terval [o, ) . “STibUtion over  the

2

2

/ (?nnﬁnued )

(3)

4. (a) For a bivariate normal distribution

1 1 - -2 2

Ixy (% y)=——€xp{-—(x =2pxy +y°)
' ony1-p2 | 2(1-p?) " - _
L 2 £ 3 7 R

~ find the marginal distributions of
"XandY. = 5
v(b)' ‘Write short notes on :. o 3+3=6
(i) Box plot

(#) O-Q plot

UNIT—III

S. (@ What do you mean by sampling
distribution of:a statistic? Obtain the
sampling distribution of sample sum

from a Poisson distribution. 2+4<=6

{b) Deﬁriq Fisher’s 't.-statistic:- and wnte
the p.d.f. of Students t-distribution with

n degrees of freedom. - : :

© If Xis chi-squaré Qariate with n d.f.,
then prove that for large n

V2X ~ N(2n, 1) ’ 3
6. (a) State weak law of large numbers.
Examine whether the weak law of large
numbers holds for the sequence { X } of
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(4)

independent random i
\/
as follows : . ariables deﬁne2c'l+ -

P(Xk = :t2k) =9~(2k+1)
P(Xy =0)=1--2k

®) For geometric distribution p(x)=2-%;

x=1’ 2, 3 .
. ? 2 «eesy Prove that
Inequality giveg Chebyshev’s
PllX-2|<2]5 1
2

while the actual Probability ig 15 5
. 16’

i

™ @ Distinguisy, 1,

and int .
®) wn “rval estimation 3
at propertie
by maximua, 1o 2¢ Peing usually held
(@ D Um likelihood estimators?
©Scribe the '
. ‘method f
es O mo for
tmmtmg the P eters, ments fo 4

'8’ (a) Deﬁne

(5)

(b) Obtain 100(1-0a)% confidence intervals
for the parameters (i) i and (i) 62 of the
normal distribution

_l(i‘_“)z
e 2l 0/; —co<x<o

flx;p0)> 1
CV2T

. UNr—V
9. (a) Define type I and type II errors. Which

error is more harmful? 2+1=3

(b) Obtain the test statistic for testing the
significance for single mean, in random
sampling from a large population. State
the hypothesis and the distribution of
the test statistic.

(c) Write a note on the chi-square test of
goodness of fit of a random sample to a
hypothetical distribution.

10. (a) Explain the large sample test for testing
the significance of difference between

two population proportions.
(b) Explain paired t-test for significance of
difference between two means.

(c) Obtain the test statistic for testing the
significance of an observed sample
correlation coefficient from a bivariate

normal population. '
' *okk
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