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( Mathematical Methods and
Distribution Theory )

Marks @ 56
Time : 3 hours

The figures in the margin indicate full marks
for the questions

H, Attempt five questions, taking one from
‘ each Unit —

UNrr—1

\ 1. (@) What do you mean’ by numerical
1 differentiation? ~ Hence,~ derive the
1- numerical differentiation formula based
l . on Newton’s forward interpolation

formula. 8
(b) Write notes on (i) solution of algebraic

eguation by the method of jiteration and

(i) by Newton-Raphson method. 4
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wota) | (3)

2

2“0 (g) D .
. efine partig] derivat:
of two variables.envatlves of a function 4. (a) State and prove Cayley-Hamilton

Given . . theorem. = - 1+5=6

4

(b) Show that the quadré.tjc form

f(x’ y) = % ! _
* fy ’ , 2x2+9y2+422+8xy+6yz+6zx
, ’ Where ' ; s
J0,0)=0 ) 9) = (0,0) ‘ is not positive definite. 5

Show that both 1, .
exist at (0,0) .but:!:iilzarhal derivatives Unir—III

continy, nction is not ! .
Suous at (0,0), | 6 ' 5. (a) Define conditional expectation of a
(b) Find all the S v | continuous function g(X,Y), given that
fun.cﬁon given by ? &nd minima of the : . Y=y;. . .
Jlx,y)=x3 3 Show that the variance of X can be
*tY" -63(x + Y)+12xy 6 regarded as consisting of two parts, the
. ' expectation of the conditional variance
UnNir—y : and the variance of thé conditional
3. (a) Define jip ‘ - expectation. Symbolically )
ear ; ,
dependencé of mdependence X |
vec . and _}_{_ ANl “
;;Ch. Setors with €xamples of l.‘ )= E(V(Y))+V|:E(Y)] 1+3=4
ow th
X2 =(3 2a1t vectors  x ~(1,2,3
: »=24,1) and =g L2, ), | () Two random variables X and Y have the
linearly inde 3 =\%-6,-5) form a X . "
Pendent set, 4437 ! following joint density function :
®) Let. . § B ‘ fle,y)=2-x-y; 0sxs1, 0sy<l
51 : o= 0, otherwise
A-‘l = 7 :-; ' 1 " Find—
32 | (i) marginal probability function of X;
: T | - (i) conditional density function of X;
Then evaluate A2+2A . : ,giVedzy_:yl;. .
20D/33g 4 " (i) variance of X. . 4
i
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(4)

" {¢) A box contaj
J tains q whi
Ny ite balls
- s exc balls are drawn at raf:dlg " bl!"?Ck
e pected value of th nbor of
o ot G € number of

y . . -

that E(X +v)< E(XC;Om variables, prove

+E(Y),
). Let : )
S y)=8xy,
flx,y)=0
Find :
@) EXY|X =y
(i) ver (V| X < x

O<x< y<1
elsewhere

the mean .
distribution. and
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(5)

(b) If a positive random variable X follows
log-normal distribution, then show that
log, x is normally distributed. 3

Explain how you will use hyper-
geometric model to estimate the number
of fishes in a lake. 2

{c)

If X and Y are independent gamma
variates with parameters ‘p ‘and v
respectively, then show that U=X+Y

8. (a)

and Z =—;—f— are independent and that U

isa y(r+v) variate and Z is a ‘[32 , v)
variate.

A sample of n values is drawn from a
population whose probability density

function is ae™™, x>0, a>0. If X
is mean of the sample, show that naX
is a y(n) variate and prove that

(b)

E(J_f)=-‘1; and SE(X)= 3— 6

avn
UnNnit—V

Obtain the sampling distribution of
sample mean in random sample from
a normal population. " L

9. (a)

Define t-distribution. Mention its appli-
cations. 1+2=3

(b}

Show that limiting form of t-d_istribuﬁon
is standard normal distribution. 3
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{c)
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(6) l

10. (a) Derive the Probability density function |
of chi-square distribution_ Obtain the !
mean gang variance of chi-square :
distribution by using cumulant :
generating functipp, 3+2=5

(b} Establish the relation betweeri I ang
x> distribution

%ok &
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