6/H—28 (vii) (Syllabus—2015)

2018
( April )

STATISTICS

( Honours )
( Statistical Inference )
[ STEH-61(TH) ]

Marks : 56
Time : 3 hours

The figures in the margin indicate full marks
for the questions

Answer five questions, taking one
from each Unit

UNIT—I

1. (a) Define MVUE. Show that if T} is an
MVUE of Y(6) and T, is any other
unbiased estimator of y(6) with efficiency
e <1, then no unbiased linear combina-
tion of T} and T, can be an MVUE of Y (6).

2+4=6
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(2)

(b) Define consistency of an estimator.

2. (g

()

3. (a)

(b)
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Show that the proportion of successes
in a series of n trials with constant
probability of success p for each trial,
is a consistent estimator of population
proportion of success P. 2+4

State and prove Cramer-Rao inequality.
1+5
For a random sample x, (i=1, 2,...,n)

from an exponential distribution with
p.d.f.

fx, 9)=%exp[—%], x>0,0>0

obtain an unbiased and sufficient
estimator for 6. 2+4

UNIT—I]

Define maximum likelihood estimator
and state its properties. Find the
maximum likelihood estimator of the
parameter p of N, 62), when o2 is
known. 1+2+3%

Obtain  the maximum
estimator for the di
probability mass

likelihood
stribution having the
function

Flx, =0x1_gx1 , =0,1, 2, -

0<6<1

( Continued

4. (a)
(b)
5. (a)
(b)
6. (a)
(b)
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(3)

Explain the general fnethod of
constructing confidence interval for .
parameter of a population.

Construct the confidence interval .for
mean parameter p of normal populatfon
with known o2 and prc.Jportl.on
parameter p of binomial population with 6
known n.

UNIT—III

Explain what is meant by a statistica;
hypothesis. Also discuss the two typef

of error that arise in testing ;+3=5
hypothesis.

If x>1 is the critical region for teStitﬁg
8 =2 against the alternative 6=1 on the
basis of a single observation from the
population

e e ’
f( ’ ) e

evaluate the type-l, type-ll errors and e
the power function of the test. 242+2=

Explain the terms ‘most powerfu} test’,
niformly most powerful test zafzd+2=6
“unbiased test’.

P 2
Let X;, X2, X3, - X, beiid. N1, o)
’ i 2 is known.
dom variables, where ¢~ 1S
II:‘a'::do the MP test to test .the null
hypothesis Hog:H =MNg against the .
alternative Hy 1| =},

( Turn Over )



7. (a)

()

8. (@

(b)

9. (a)

- proble
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(4)

UNIT—IV

State  Neyman-Pearsop lemma. What
are its differences from likelihood ratio

test? 2+35
Construct the likelihood ratio test for
testing H, H=Wo against Hj:p#po

2+2=4

Give the SpRT for testing H,:6=6p
Ssainst Hy 1026, (>0) in the sampling
from a normal density

floe, =1 Loy

; —ceg x <*°

oV2n

Where ¢ Is known. Also obtain its =

ocC function 34
UNIT*V

Sample tests and discuss the'ir
consequences testing of hypothesis
mS. How does the central limit

m help jn deriving large sample _6
. 242+27

theore
tests?

( Continued J

(5)

(b) Obtain the large sample test for single
binomial proportion.

le test of

Describe large samp . .
“ significance for single propt?rtlon. Also
write down the confidence interval for

the proportion.

(b) Obtain the test procedure (for large
samples) for the test of significance for

difference of means.
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